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ABSTRACT
Obtaining accurate and timely flood information is crucial
for effective disaster management and response. To address
the limitations of existing methods in terms of accuracy and
model robustness, this research significantly improves the
accuracy and stability of flood detection by integrating do-
main knowledge into the Remote Sensing Foundation Model
(RSFM). Specifically, we employ advanced RSFM to fo-
cus on extracting spatial texture features from images after
super-resolution. The Automatic Water Extraction Index
(AWEI) is introduced to leverage spectral information from
multi-spectral imagery, while model fusion techniques further
enhance the accuracy of segmentation results. Moreover, we
incorporate prior knowledge such as land use products and
Digital Elevation Models (DEM) for knowledge rules-driven
post-processing, refining the final flood detection results. Ex-
perimental results demonstrate that our approach achieve the
second-place ranking in the 2024 IEEE GRSS Data Fusion
Contest (DFC) Track 2 test phase (F1: 88.25%), highlighting
the effectiveness and competitiveness of our method.

Index Terms— Flood detection, remote sensing founda-
tion model, semantic segmentation network, domain knowl-
edge

1. INTRODUCTION

Floods are a global natural disaster that has significant im-
pacts on human society and the natural environment [1, 2].
They not only result in casualties and property damage but
also have the potential to disrupt ecosystems and infrastruc-
ture [3]. Therefore, timely and accurate detection and mon-
itoring of floods are crucial for disaster management, emer-
gency response, and recovery efforts.

With the advancements in remote sensing technology and
deep learning techniques, utilizing satellite imagery and deep
learning models for flood detection has become an effective
approach. In particular, the Harmonized Landsat Sentinel-2
images provide multi-spectral imagery covering a wide spec-
tral range from visible to short-wave infrared. These images
are ideal data sources for flood detection due to their spa-
tial resolution and observation frequency. Additionally, deep
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Fig. 1. The challenges in extracting flood areas from multi-
spectral imagery.

learning-based semantic segmentation models have made sig-
nificant progress in recent years [4, 5], ranging from CNN-
based models [6, 7] to Transformer-based segmentation net-
works [8], improving the performance of remote sensing im-
age segmentation. These models have also been applied ex-
tensively in the extraction of flood information from multi-
spectral imagery [1].

However, there are still challenges in directly extracting
flood areas from Harmonized Landsat Sentinel-2 imagery us-
ing deep networks, as shown in Figure 1. 1) the presence of
cloud cover can deteriorate the quality of the images, thereby
affecting the accuracy of flood detection. 2) the limitation
in image spatial resolution may result in the loss of details
in flood areas, especially for smaller flood events where the
accurate delineation of flood boundaries and evolution pro-
cesses may be challenging. 3) the complex surface features in
flooded areas, such as buildings, roads, and vegetation, pose
difficulties in model training, potentially leading to the insta-
bility of flood detection.

To address the aforementioned challenges, this study pro-
poses a domain knowledge-aware framework based on the
Remote Sensing Foundation Model (RSFM) for flood detec-
tion in multi-spectral imagery. Our method first applies super-
resolution processing to the Harmonized Landsat Sentinel-2
images to improve their spatial resolution and enhance the
details of flood areas. Next, we utilize advanced RSFM to ex-
tract spatial texture features of flood regions from the super-
resolved images. To better utilize spectral information, we
introduce the Automatic Water Extraction Index (AWEI) that
effectively captures the spectral differences between flood and
non-flood areas. To further improve flood detection perfor-
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Fig. 2. The overview structure diagram of our proposed domain knowledge-aware framework based on the RSFM.

mance, we employ the model ensemble and post-processing
strategy. By fusing multiple flood prediction results and pro-
cessing them driven by knowledge rules, improving the reli-
ability and accuracy of flood predictions. The experimental
results demonstrate the superiority of the proposed method,
which achieves an F1-score of 88.25% and ranks the second
place in the testing phase of Track 2 of DFC 2024.

2. METHODS

In this section, we introduce the proposed domain knowledge-
aware flood detection approach. The overall structure dia-
gram is shown in Figure 2.

2.1. Flood segmentation training

In consideration of the original Harmonized Landsat Sentinel-
2 images’ limited spatial resolution of 30m, each image
presents with a dimension of merely 128×128 pixels. To
more effectively mine spatial detail features from these im-
ages via deep learning models, we utilize the image super-
resolution method SRCNN [9], thereby expanding the size of
the images in the RGB band by 4 × and significantly enhanc-
ing their visual clarity. Despite a certain degree of spectral
information loss in the processed images, the implementa-
tion of the super-resolution strategy effectively recovers the
critical details that are commonly overlooked at lower reso-

lutions, thereby playing a pivotal role in achieving accurate
flood mapping. Concurrently, we upsample the original flood
labels to align with new image size, thereby establishing
pixel-level image-label pairs.

Our performance in the first validation phase lead us to
adopt a semantic segmentation network based on an encoder-
decoder architecture for training. Specifically, we utilize the
Swin Transformer (SkySense pre-trained [8]) model [10] as
the encoder to extract high-dimensional image features. For
the decoder, we employ the Mask2former [11] architecture
to reconstruct the flood segmentation map. During the train-
ing process, we optimize our segmentation network using the
cross-entropy loss function.

2.2. Domain knowledge-enhanced inference

During the inference phase, we employ a divide-and-conquer
approach, leveraging both a trained segmentation model and
an exponential threshold-based model to focus on detailed
spatial details and rich spectral information in the images.
Specifically, we use the trained model F to process the super-
resolved RGB images x4h×4w×3

super , resulting in the flood pre-
diction probability P1. Simultaneously, we calculate the
AWEI using the spectral information from the original multi-
spectral images xh×w×7, including B2, B3, B8, B11 and
B12 bands, and normalized it to obtain the flood prediction
probability P2. By introducing an adjustable parameter α, we
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Table 1. The details of our ablation study. ∗ denotes the utilization of pre-trained weights from SkySense.

ID Method Development phase (F1) Test phase (F1)

I Vision Transformer∗ + UperNet 0.931 -
II Image Super-resolution + Swin Transformer∗ + UperNet 0.948 -
III Image Super-resolution + Swin Transformer∗ + Mask2Former 0.95363 0.75386

IV
Image Super-resolution + Swin Transformer∗ + Mask2Former
+ Domain knowledge-enhanced inference (NDWI ,α=0.8) - 0.75958

V
Image Super-resolution + Swin Transformer∗ + Mask2Former
+ Domain knowledge-enhanced inference (AWEI, α=0.2) - 0.83426

VI
Image Super-resolution + Swin Transformer∗ + Mask2Former
+ Domain knowledge-enhanced inference (AWEI, α=0.2)
+ Knowledge-based processing (Rules 1) + Re-train#1

- 0.85649

VII
Image Super-resolution + Swin Transformer∗ + Mask2Former
+ Domain knowledge-enhanced inference (AWEI, α=0.65)
+ Knowledge-based processing (Rules 1 & 2) + Re-train#2

- 0.87582

VIII
Image Super-resolution + Swin Transformer∗ + Mask2Former
+ Domain knowledge-enhanced inference (AWEI, α=0.8)
+ Knowledge-based processing (Rules 1 & 2) + Re-train#3

- 0.8825

weight the fusion of P1 and P2 to generate the fused flood
segmentation map Yfused, as outlined in Eq (1)-(4).

P1 = F (x4h×4w×3
super ), (1)

AWEI = B2 + 2.5×B3− 1.5× (B8 +B11)− 0.25×B12,
(2)

P2 = Norm(AWEI), (3)

Yfused = αP1 + (1− α)P2. (4)

2.3. Konwledge-based processing

Due to the susceptibility of optical imagery to cloud cover and
the complex surface features typically found in flood-prone
areas, relying solely on optical remote sensing imagery for
flood detection is often insufficient. Therefore, we incorpo-
rated prior knowledge from ESA WorldCover and Coperni-
cus DEM to develop two rules for further processing of the
fused flood segmentation map. The specific rules are as fol-
lows: 1. Regions classified as “Permanent water bodies” and
“Wetlands” in ESA WorldCover are considered as “Flood”. 2.
Regions classified as ”Bare vegetation” in ESA WorldCover
and with a Copernicus DEM value greater than 20 unit are
considered as ”Non-flood”.

Our approach integrates knowledge rules derived from ex-
pert insights and hydrological principles. These guiding cri-
teria take into account known water body extents and ter-
rain characteristics associated with flood occurrence, provid-
ing extra information for our predictions. Through this di-
versified approach, we generate flood predictions that are not

solely driven by remote sensing imagery, but also incorpo-
rate domain-specific knowledge. Our method ultimately pro-
duces high-precision outputs that reflect the subtle interplay
between model predictions and historical data, with the poten-
tial to significantly enhance flood management and response
strategies.

To further incorporate domain knowledge into the RSFM,
we utilize the post-processed flood segmentation map as
pseudo-labels and iteratively feed it into the segmentation
network for further training, aiming to enhance the perfor-
mance of the segmentation model. The details of the iterative
process are referenced in Section 3.2.

3. EXPERIMENTS

3.1. Data

The imagery used in our training set consists of Harmo-
nized Landsat Sentinel-2 multi-spectral images with a spatial
resolution of 30 meters. The original size of the images is
128×128 pixels. In order to enhance the spatial details of
the images, we apply a super-resolution process to the RGB
bands, increasing their size by 4×. The labels are processed
accordingly. To further improve the recognition performance
of our method, we adopt the land cover product at 10 m reso-
lution (i.e., ESA WorldCover) and Copernicus DEM as prior
knowledge to finish the knowledge-based processing.

3.2. Implementation details

We select the Swin Transformer branch from the previously
proposed RSFM, SkySense, as the encoder, and employ
Mask2former as the segmentation decoder. The segmentation
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Fig. 3. Visualization of our inference results.

model is trained using the AdamW optimizer, with a base
learning rate of 6e-5 and a batch size of 4, on 4 NVIDIA
A100 40G GPUs. During the training phase, the main data
augmentation strategies employed were random resizing, ran-
dom cropping, and random flipping. In the inference phase,
the value of α is initialized to 0.2. For the re-training process,
we perform three iterations, gradually increasing α to 0.8 as
the number of iterations increased.

3.3. Ablation study

Table 1 presents the results of our ablation experiments. Our
best F1-score achieved is 88.25% (Exp. VIII). It can be ob-
served that relying solely on the original training set yielded
unsatisfactory segmentation performance (Exp. III). How-
ever, incorporating domain knowledge enhancement signifi-
cantly improves the performance (Exp. V). Furthermore, em-
ploying a post-processing strategy based on knowledge rules
further enhanced the overall accuracy of the flood segmenta-
tion maps (Exp. VI and VII). As the segmentation network
is iteratively trained with domain knowledge, its performance
become competitive (Exp. VIII). These experimental results
demonstrate the effectiveness of the components in our ap-
proach. As shown in Figure 3, the visualized flood detection
results also verify the effectiveness of our method.

4. CONCLUSION

This study aims to develop a domain knowledge-aware frame-
work based on the RSFM for extracting flood information
from multi-spectral remote sensing images, with the goal of
improving the accuracy and robustness of flood detection. By
using advanced semantic segmentation models, leveraging
spectral information with the AWEI, and incorporating prior
knowledge, we achieve competitive results. Experimental

results demonstrate the effectiveness of our approach, as evi-
denced by our second-place ranking in the 2024 IEEE GRSS
Data Fusion Contest Track 2 test phase. In the future, we
plan to further improve segmentation accuracy by using pre-
trained backbones on remote sensing imagery, and attempt to
embed domain knowledge into the training loss function of
the segmentation model.
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